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Answer any 4, each question carries 5 marks.
Kindly ensure your writing is clear and if you are using any results please provide as

many details as you can.

1. Let (Ω,F , µ) be a measure space. Define F̃ ≡ {A : B1 ⊂ A ⊂ B2 for some B1, B2 ∈
F satisfying µ(B2 \B1) = 0}. For any A ∈ F̃ , set

µ̃(A) = µ(B1) = µ(B2)

for any pair of sets B1, B2 ∈ F with B1 ⊂ A ⊂ B2 and µ(B2 \B1) = 0. Then,

(i) F̃ is a σ-algebra with F ⊂ F̃ , and µ̃ is well defined,

(ii) (Ω, F̃ , µ̃) is a complete measure space and µ̃ = µ on F .

(Recall that a measure space (Ω,F , µ) is called complete if for any A ∈ F with
µ(A) = 0, and for any B ⊂ A, it follows that B ∈ F . In other words, if A is a
null set, then all subsets of A are also in F .

2. Prove or disprove the following statements:

(i) If F is a family of subsets of a set Ω and if A is an element of σ(F), then
there exists a countable subset C of F such that A ∈ σ(C).

(ii) If {Fn}n∈N is a sequence of σ-algebras on a given set such that for each
n ∈ N, Fn is a proper subset of Fn+1, then

⋃
n∈NFn is always a σ-algebra

on the given set.

3. Let X be a random variable such that MX(t) ≡ E(etX) < ∞ for |t| < δ for
some δ > 0.

(i) Show that E(etX |X|r) <∞ for all r > 0 and |t| < δ.

(ii) Show that M
(r)
X (t), the r-th derivative of MX(t) for r ∈ N, satisfies

M
(r)
X (t) = E(etXXr) for |t| < δ.

4. Let {Xn}n≥1 be a sequence of random variables on some probability space
(Ω,F ,P).
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(i) If
∑∞

n=1 P(|Xn| > ε) <∞ for each ε > 0, then P (limn→∞Xn = 0) = 1.

(ii) If {Xn}n≥1 are pairwise independent and P (limn→∞Xn = 0) = 1, then∑∞
n=1 P(|Xn| > ε) <∞ for each ε > 0.

5. Let R be extended real number and T be the tail σ-algebra of a sequence of inde-
pendent random variables {Xn}n≥1 on (Ω,F ,P) (i.e. T =

⋂∞
n=1 σ ({Xj : j ≥ n})).

Then, prove the following results:

(i) Let X be a 〈T ,B(R)〉-measurable R-valued random variable from Ω to R.
Then, there exists c ∈ R such that

P(X = c) = 1.

(ii) Let E[Xn] = 0 and E[X2
n] = 1 for all n ≥ 1. Let Sn = X1 + · · ·+Xn, n ≥ 1,

and Φ(x) =
∫ x
−∞

1√
2π

exp
(
−y2

2

)
dy, x ∈ R. If P(Sn ≤

√
nx) → Φ(x) for

all x ∈ R, then

lim sup
n→∞

Sn√
n

= +∞ a.s.
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